Rotation-Invariant Pattern Recognition Approach Using Extracted Descriptive Symmetrical Patterns
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Abstract—In this paper a novel rotation-invariant neural-based pattern recognition system is proposed. The system incorporates a new image preprocessing technique to extract rotation-invariant descriptive patterns from the shapes. The proposed system applies a three phase algorithm on the shape image to extract the rotation-invariant pattern. First, the orientation angle of the shape is calculated using a newly developed shape orientation technique. The technique is effective, computationally inexpensive and can be applied to shapes with several non-equally separated axes of symmetry. A simple method to calculate the average angle of the shape’s axes of symmetry is defined. In this technique, only the first moment of inertia is considered to reduce the computational cost. In the second phase, the image is rotated using a simple rotation technique to adapt its orientation angle to any specific reference angle. Finally in the third phase, the image preprocessor creates a symmetrical pattern about the axis with the calculated orientation angle and the perpendicular axis on it. Performing this operation in both the neural network training and application phases, ensures that the test rotated patterns will enter the network in the same position as in the training. Three different approaches were used to create the symmetrical patterns from the shapes. Experimental results indicate that the proposed approach is very effective and provide a recognition rate up to 99.5%.
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I. INTRODUCTION

Pattern recognition is one of the most intriguing and active research topics in the field of image processing. Its importance is due to its pervasive presence and influence in a large number of computer vision applications. In spite of the easiness of the recognition of different patterns by the human eyes, it remains challenging to implement automated pattern recognition technique that can be efficiently applied to various shapes. Research effort in this field tend to build robust techniques of pattern recognition which are insensitive to different kinds of transformations, including rotation, translation, and scale. A wide variety of techniques have been proposed to deal with specific or general instances of this problem [1]. Some techniques are based on integral transforms as invariant feature extractors. These transforms are based largely on Fourier analysis, and are probably the most common tools used in invariant pattern recognition [2-7]. Other techniques use moment functions as invariant features by taking quotients and powers of moments such as regular moments, Zernike moments, the generalized moments and Flusser and Suk’s moment for affine transformation invariance [8-13]. Another group of techniques incorporates different designs of neural networks in the invariance problem which rely on the presence of symmetries among the network connections. This includes weight sharing neural network, first-order networks and higher-order neural networks [14-16]. Additional techniques that do not fit easily into any of the above categories include image normalization as in the preprocessing normalization system of Yuceer and Oflazer [17] and the symmetric filter systems [18-20].

In this paper, the proposed system is based on an image preprocessing technique which uses a newly developed efficient shape orientation method to normalize the image rotation by rotating it to a specific rotation angle. Then, the proposed image preprocessor generates a rotation-invariant descriptive pattern from the shape to be used in the training and application phases of the neural network.

II. SHAPE ORIENTATION

Shape orientation has emerged as an important task widely used in the area of image processing. It is very useful in a number of computer vision applications such as robot manipulation and image recognition and image registration. It is usually used as an initial step in many image processing operations. Due to the importance of the shape orientation, several techniques [21–28] are proposed to solve this problem based on different concepts like geometric moments, complex moments and principal component analysis. Some of them are area based which takes into account all points that belong to the shape. Others use only the boundary points. Although it is usually easy to determine shape orientation by the human eyes as shown in Fig. 1, it remains challenging to implement a technique which can be efficiently applied to all shapes because of the variety of shapes and their applications. Each concept used has its strengths and weaknesses relative to the processed image and the application domain. Some techniques have problems in processing symmetric shapes that have several axes of symmetry. For example the most standard technique among the area based techniques determines the shape orientation by finding the axis of the least second moment of the shape. The output axis which minimizes the integral of the squared distances from the shape points [29-31] cannot find the shape orientation of M-fold (M>2) rotationally symmetric shapes. The same problem appears in the boundary
based shape orientation techniques based on either the convex hull points only of the considered shape [32, 33], or the complete boundary points like [34].

![Image of shape orientation](image)

Figure 1. The shape orientation by human eye

To overcome this problem some techniques use complex or higher order moments were reported [27, 28], however they are usually computationally expensive. Alternative techniques tend to find the orientation of shapes that have equally separated multiple axes depending on the fact that in digitized images those shapes are not perfectly symmetric. This may not be practically useful due to the fact that after rotating the image, the error of the digitization rounding process may change the traced orientation of the original image. For these reasons, in the technique reported here it is concentrated on practical orientable shapes that have a unique determinable orientation. The proposed technique aims to reduce the computational cost by avoiding the use of higher order moments in cases of multiple principal axes shapes.

It is necessary for multiple principal axes shapes, to be orientable, to have non-equal angles’ differences between their axes. This feature is used to define a simple method to get average of the axes angles.

III. THE SHAPE ORIENTATION ALGORITHM

The algorithm comprises four main steps:

1) Apply Canny edge detection [35] to the gray-level image, and obtain a binary edge map.

2) Find the center point of the pattern object \((x_c, y_c)\) by calculating the average of the vertical and horizontal coordinates of the points of the edge map.

3) Find axes of the shape which are the minimum peaks of the absolute summation of perpendicular distances from edge map points to the line passes through center:

   a) The equation of the straight line that passes through the calculated center point \((x_c, y_c)\) with angle \(\theta\) is given as:

   \[
   ax + by + c = 0. \tag{1}
   \]

   Where

   \[
   \begin{align*}
   a &= \tan \theta \\
   b &= -1 \\
   c &= y_c - x_c \cdot \tan \theta \quad \text{if } \theta \neq 90 \\
   a &= 1 \\
   b &= 0 \\
   c &= -x_c \quad \text{if } \theta = 90
   \end{align*}
   \tag{2}
   \]

   b) The perpendicular distance \(d_i\) from any point on the edge map \((x_i, y_i)\) to the predefined straight line is expressed as

   \[
   d_i = \frac{|ax_i + by_i + c|}{\sqrt{a^2 + b^2}} \tag{3}
   \]

   c) So for each angle \(\theta_j\) in the range \(0 \leq \theta_j < \pi\) stepped by any suitable step the summation of the perpendicular distances from the edge map points to the predefined line is given as

   \[
   D_j = \sum_{i=1}^{n} \frac{|a_jx_i + b_jy_i + c_j|}{\sqrt{a_j^2 + b_j^2}} \tag{4}
   \]

   Where \(n\) is number of edge points and the points are indexed by \(i = 1, ... n\) and \(k\) is the number of the stepped angles straight lines and the lines are indexed by \(j = 1, ... k\).

   d) Using resulted curve one can find the shape’s axes and their angles. Where the axis is the line with angle \(\theta_j\) which has one of the minimum peaks of summation \(D_j\) from (4).

4) If the shape has more than one axes the averaging method could be used to find the shape orientation.

The drawn lines in Fig. 2 show the detected axes by applying the proposed technique on “3” as pattern in different positions as an example of single axis shapes.
Fig. 3 shows the summation of the perpendicular distances from the edge map $D_j$ (on the vertical axis) to the line passes through center point with angle $\theta_j$ (on the horizontal axis).

As shown in Fig. 3 the orientation angle is the corresponding angle of the single minimum peak value of the curve. It is clear that the phase shift between the original image curve and the rotated image curve is equal to the rotation angle. In Fig. 3(a) the original detected angle is 86˚ and the detected angles after $\pm 10^\circ$ rotation are 76 and 96 with phase shift $\pm 10^\circ$ and also the same in Fig. 3(b). But the rotation angle and the phase shift are $\pm 45^\circ$.

The following points should be taken into account:

- The orientation angle from any image is equal to the output angle after 180˚ rotation because there is no difference between the orientation directions in both cases as shown in Fig. 4(a). It is clear in Fig. 5(a) that the pattern before and after 180˚ rotation has the same overlapped curves which results the same minimum values and output angle. The same concept is clear in Fig. 4(b) which shows the two positions of the pattern after $\pm 90^\circ$ rotation and in their overlapped curves in Fig. 5(b) because the angle difference between both of them is 180˚.

From the above section it is clear that the output angle will repeat itself every 180˚.
In some cases, the curve may have some fake minimum peaks as a result of any successive decreases and increases in value by error. To overcome this problem it is required to get only the true minimum peaks as follows:

a) Calculate the numerical differential of the curve in order to find the global minimum candidates which are correspond to the points on the differential curve that switch from negative to positive.

b) To avoid fake candidates we find the depth of each candidate peak as the number of pixels from the candidate peak point to the nearest maximum peak. Then the depths of the found peaks are compared neglecting the candidates with depth less than a factor of the average depth.

IV. THE AVERAGING METHOD

In all previous curves of “3” pattern there is only one minimum peak so it is sufficient to depend on finding the global minimum value of the curve because “3” has only one axis, in some other cases the shape may have multiple axes, so the pattern curve may have two or more minimum peaks as shown in Fig. 6(b) which shows the curve of “X” pattern. This happens because the pattern has two symmetric directions to the center point.

In similar cases, previously reported techniques use higher orders moments which are computationally expensive. In the proposed approach a simple method is adopted to find the average of the axes’ angles. The difficulty in using the normal average method is that each axis angle has two probable values 0 and 0+180. This is clear from the overlapped curves in Fig. 5. This may cause an error in the calculated average of the rotated shape due to the fact that our detected angles are always between 0˚ and 180˚ which means that the detected rotated angle returns to 0˚ after passing 180˚. This may cause a wrong average value if one or more of the angles change to the other direction after rotation, while the other angles do not.

For example the “X” pattern in Fig. 6 has two candidate angles 66˚ and 114˚ whose average is 90˚ so after 100˚ rotation it is expected that the average will be 190˚ or 10˚ (e.g. in the range given above) but the pattern will be as shown in Fig. 7, and the new two candidate angles given as 166˚ and 34˚ whose average is 100˚ which is not as expected in the above argument. This happens because our expected average needs to use the angle 214˚ instead of 34˚ but our technique always detects the angles between 0˚ and 180˚.

For any number m of angles there are m different ranges that contain all angles. Each range starts with one of the angles and ends with the former one. It is clear that for the non-equally separated angles there is always a range that is narrower than the others. In our method this feature is utilized to solve the drawback of the normal averaging method. Because the differences between the angles remain the same after rotation, the narrowest range will remain the same. So to find the average we find the narrowest range that contains all angles and calculate the average of this range.

In our previous example before rotation the detected angles are 66˚ and 114˚ with two ranges 48 and 132, so by using the narrowest range the average will be 90˚. After rotation the detected angles will be 34˚ and 166˚ with two ranges 132 and 48, so the angles of the narrowest range will be 166˚ and 214˚ with average 190˚ or 10˚ as shown in Fig. 7.

![Figure 6. "X" as a sample of multiple symmetric directions (a) The two symmetric directions (b) The curve with two minimum peaks](image)

![Figure 7. The average calculation method](image)

V. SHAPE ORIENTATION SIMULATION RESULTS

To test the shape orientation technique introduced here, more than 150 different patterns such as characters, numbers, coins and different shapes with single or multiple axes were used. The patterns in the database were rotated in all positions stepped by 5. Moreover, the patterns have different sizes and
different formats and use 256 gray levels for some patterns and binary images for the others. Fig. 8 shows some of the resulted orientation shapes from the proposed technique. From these results, it can be seen that the proposed technique provide accurate results at low computational cost.

![Image](image1.png)
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Figure 8. The detected orientations of different shapes

VI. PATTERN EXTRACTION

The main goal of the extraction process is to create a rotation-invariant pattern from the shape which could be used in neural network training and testing to eliminate any shape rotation effect. The extracted pattern from the shape should be descriptive as much as possible, so that different shapes should have different extracted patterns to allow one to use those patterns to differentiate between the shapes.

The pattern extraction process begins by applying the shape orientation technique introduced here on the image to calculate the orientation angle of the shape. Then, the system creates a symmetrical pattern about the axis with the calculated orientation angle and the perpendicular axis on it.

The axis of symmetry of any shape should have two identical opposite sides. As the created pattern has two orthogonal axes of symmetry, it should have four identical opposite sides about the center of the shape. And so for any point in the shape to be considered as a symmetrical point, there should exist two another points lying at the same perpendicular distance from this point to the orthogonal axes but on the other sides of the axes.

We used three different approaches to create the symmetrical patterns from the shapes. The first approach is to keep only the symmetrical points about both of the orthogonal axes and eliminate the other points. By using this approach, the extracted pattern is the result of subtracting the nonsymmetrical points from the shape. Fig. 9(c) shows some samples of the extracted patterns using this approach.

Unlike the first approach, the second approach is to complement the nonsymmetrical points by adding their corresponding reflected points about the axes to the shape. In this way the nonsymmetrical points are converted into symmetrical points instead of eliminating them. Fig. 9(d) shows some samples of the extracted patterns using the second approach.

Although, the extracted patterns in the previous two approaches were based on the input shapes; there is still possibility to find two different shapes having the same extracted pattern. In order to reduce this possibility and to make the extracted pattern more descriptive, a hybrid method (third approach) using the extracted descriptive information from the previous two approaches. That is, the extracted pattern by the third approach is the result of subtracting the first method symmetrical pattern from the second method complemented pattern. In this way the possibility of finding two different shapes having the same extracted pattern is reduced because it is difficult for the different shapes to have the same subtracted and complemented patterns in the same time. It is clear from Fig. 9(e) that the extracted pattern using the third approach is the result of subtracting the pattern in Fig. 9(c) from the pattern in Fig. 9(d).

Due to the symmetry of the previous extracted patterns about their axes, the extracted patterns of any two opposite positions of any shape are the same. The importance of this feature is that we can’t cancel the effect of shape rotation using only the shape orientation to rotate the shape to any reference angle because the orientation angle of any shape will be the same after 180˚ shape rotation because there is no difference between the orientation directions in both cases as shown in Fig. 4. Therefore, one can’t ensure that the resulted rotated shape would have the required reference angle as it could be in its opposite direction. But extracting a symmetrical pattern after rotating the shape to a reference angle will have the same pattern in both cases as shown Fig. 10 which could be used in both of the training and test phases of the neural network. In this way one may ensure that the same pattern would be applied to the network in both phases whatever the rotation angle of the shape is.
VII. Rotation Invariant Neural Pattern Recognition System

Fig. 11 shows the different stages of the rotation invariant neural-based pattern recognition system. First, the proposed shape orientation technique is applied on the training image to get its orientation angle \( \theta \). Second, the image is rotated to adapt its orientation angle to any fixed reference angle. In our implementation, the system rotates the image by \((180 - \theta)^\circ\) to ensure that the new orientation angle will be \(0^\circ\) or \(180^\circ\). Third, the system extracts the symmetrical pattern of the shape using one of the three proposed approaches.

Fourth, a feature extraction technique is applied on the pattern to get the input vector of the shape to be applied to the back propagation neural network. In the simulation, the images are down-sampled to a suitable size and then PCA feature selection technique is applied to reduce input vector dimensions while preserving most of the image details.

VIII. The System Experimental Results

The performance of the system is evaluated using 60 different shapes. An image database containing rotated shapes with different rotation angles from \(0^\circ\) to \(355^\circ\) stepped by \(5^\circ\) was utilized in the experiments. Two different testing models were applied on the system, in the first model only the pattern extracted from the original position of the shape without rotation was used in the training phase.

Table 1 presents the average recognition rates of the system using the different proposed symmetrical patterns with only one pattern per shape used in the training.
TABLE I. PERFORMANCE OF THE PROPOSED SYSTEM USING DIFFERENT PATTERN EXTRACTION APPROACHES WITH THE FIRST TESTING MODEL

<table>
<thead>
<tr>
<th>Pattern Extraction Approach</th>
<th>Recognition Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>First approach (using only symmetrical points of the shape)</td>
<td>91%</td>
</tr>
<tr>
<td>Second approach (complementing nonsymmetrical points of the shape)</td>
<td>89%</td>
</tr>
<tr>
<td>Third approach (the hybrid method)</td>
<td>94%</td>
</tr>
</tbody>
</table>

In the second model the neural network was trained using four patterns for every shape extracted at different rotation angles. Table 2 shows the results of the second testing model with high improvement in the performance.

TABLE II. PERFORMANCE OF THE PROPOSED SYSTEM USING DIFFERENT PATTERN EXTRACTION APPROACHES WITH THE SECOND TESTING MODEL

<table>
<thead>
<tr>
<th>Pattern Extraction Approach</th>
<th>Recognition Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>First approach (using only symmetrical points of the shape)</td>
<td>95%</td>
</tr>
<tr>
<td>Second approach (complementing nonsymmetrical points of the shape)</td>
<td>92%</td>
</tr>
<tr>
<td>Third approach (the hybrid method)</td>
<td>99.5%</td>
</tr>
</tbody>
</table>

As expected, the third approach has the best recognition rate because it uses the extracted information of both of the other two approaches which makes its extracted patterns much more descriptive and reduces the possibility of having the same pattern from different shapes.

IX. CONCLUSIONS

In this paper, a rotation-invariant neural pattern recognition system based on an image preprocessing technique to extract a rotation-invariant descriptive pattern from the shapes is presented. The system utilizes a newly proposed algorithm for finding the orientation of shapes that have several non-equitably separated axes of symmetry. An effective averaging method is presented to calculate the average angle of the shape’s axes of symmetry without any need to use higher orders techniques to reduce the computational cost. The orientation angle is used to normalize the shape image and eliminate any rotation effect before the feature extraction phase. Furthermore, three different approaches to extract the symmetrical patterns are proposed.
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